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Abstract 
 

We discuss a new multichannel coordination and scheduling challenge called the Multichannel Scheduling 

Cost (MSC). It is caused by the inability of the control channel to schedule simultaneous transmissions 

resulting in data channels lying idle and their bandwidth underutilized. As a result, wasted bandwidth 

increases as the number of data channels increases. To address this challenge, a cyclic scheduling 

Algorithm (CSA) is proposed. It employs one dedicated signaling channel and 4 data channels. It is 

premised on a proactive channel reservation scheme which reduces the idleness of channels. The scheme 

ensures that data channels are reserved while they are still busy. The data channels are reserved while 

their remaining transmission duration is equal to the virtual carrier sensing duration. This gives the next 

pair sufficient time to reserve the current data channel before it becomes available, limiting the MSC to the 

first cycle. The simulation results show a performance benefit of the CSA scheme in addressing the effects 

of the MSC. 
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1.0 Introduction  

 
The implementation of multichannel MAC protocols in Wireless Mesh Networks (WMN) has 

generated some encouraging results, which increases network capacity and throughput. However, 

there are still outstanding challenges which degrade the capacity of multichannel networks. For 

example, the channel assignment, selection and coordination strategies result in the creation of a 

new multichannel degradation challenge we call the Multichannel Scheduling Cost (MSC). MSC 

wastes the capacity of data channels during the reservation phase. Data channels remain idle for 

long durations waiting for their turns to be reserved, resulting in the underutilization of their 

capacity. The amount of wasted bandwidth increases linearly as the number of data channels 

increases. Furthermore, the MSC challenge is recurring and repetitive. To address this challenge, 

we propose a proactive data channel reservation scheme which addresses the MSC and improves 

the utilization of data channels. The scheme reduces the idle durations of data channels while 

improving their capacity. 

 

Data channels are reserved in phases. The first channel to be reserved in the first cycle suffers the 

least degradation caused by the MSC, while the last data channel suffers the worst degradation. 

The adverse effect of the MSC increases as the number of data channels increases.  The MSC is a 

scheduling challenge is addressed in this paper through the implementation of a proactive 

scheduling scheme which limits the MSC to the first cycle, thereby improving the performance of 

multichannel MAC protocols. 
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The MSC interference challenge affects the multichannel MAC protocols which implement 

control channel coordination schemes. Besides the perceived performance benefits of the control 

channel schemes, they give rise to the MSC. We characterize and demonstrate the impact of the 

MSC on network performance. A proposed MSC solution is presented and evaluated through 

network simulations. The results show an improvement in the performance of the network.  

The scheme is implemented in a backhaul of static mesh routers equipped with intelligence. The 

word intelligence in this context means the ability of the network to acquire knowledge of the 

network status, to facilitate distributed decision-making, to aid data channel reservation. The 

number of channels was not changed in the simulation environment. 

 

The paper is structured as follows: The next Section justifies the implementation of a common 

signaling channel. Section 3 discusses related work. The system model is discussed and analyzed 

in Section 4 and 5 respectively. The simulation environment is presented in Section 6 and the 

results are analyzed in Section 7. Section 8 summarizes the paper.   

 

2.0 Motivation 

 
Multichannel MAC schemes implementing a common control channel have been designed. The 

protocols show a significant improvement in network performance and they offer reasonable 

capacity. However, their implementations have given rise to a new multichannel scheduling cost. 

The MSC has not been addressed in literature. It is a challenge which degrades network 

performance.  

 

The use of multi-channels avail more bandwidth which is a requirement of the next generation 

networks however, channel selection, access and coordination remains a challenge. Channel 

coordination challenges result in the degradation of bandwidth. This challenge is evident in MSC 

in which a number of channels remain idle while they wait for the active channel to finish its 

transmission. Furthermore, channels are accessed in turns, one at a time successively leading to 

repetitive cycles of bandwidth wastage. A scheduling algorithm which reduces either the idle 

duration of channels or which addresses these idle slots is required. In this paper, an algorithm 

which restricts the idleness of channel to the first cycle and eliminates them in the successive 

cycles is presented 

 

3.0 Related Work 

 
Multichannel MAC protocols which employ a single transceiver and a control channel, which is 

reserved for signaling, are examined. The impact of the MSC on network performance is 

highlighted. The emphasis is on the MSC challenge and how it degrades the capacity of 

multichannel MAC protocols. 

 

The scheme in [1] employs a temporary control channel called the quiescent channel. The 

protocol makes use of a dedicated busy tone channel to coordinate data channels access to 

prevent data collision. The busy tone channel wastes bandwidth, though it does not give rise to 

the MSC challenge it requires optimization. 

 

The second algorithm proposed in [1] which divides a communication session into control and 

data windows is subjected to the effects of the MSC. The MSC is experienced during the control 

window. Given that the control window precedes any communication, the effects of the MSC are 

recurring. Lastly, during the data window there is no manifestation of the MSC. All the channels 

are utilized during the data window.  
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The protocol utilizes only one channel during the control window sessions. The data channels lie 

idle and their bandwidth is wasted. It allows more than one pair of nodes to reserve one data 

channel thereby worsening the effects of the MSC when nodes take turns to transmit on the 

reserved data channels.  

 

In [2], a window based scheme is proposed. Data channels are reserved during ATIM window 

through the default channel. One data channel can be reserved by many nodes, which later 

contend to access it during the data window. The scheme is similar to the one described above 

however, the implementation of the virtual carrier sensing (VCS) results in the worst case of the 

MSC which is repetitive both during the ATIM and the data windows. The two forms of MSC are 

experienced degrading the network performance significantly.  

 

A window based scheme which implements a temporary control channel is also proposed in [3]. 

The protocol consists of a contention reservation interval (CRI) and the contention free interval 

(CFI). Terminals contend for data channels during the CRI and then defer their transmissions 

until the start of the CFI. The deferment of transmission and the reservation of channels during 

the CRI give rise to the MSC challenge.  

 

The protocol proposed in [4] implements the concept of home channels instead of a control 

channel. The implementation of the home channels addresses the MSC at the cost of partitioning 

the network and lack of reach. 

 

In [5], a single transceiver Multichannel MAC protocol which implements contention and data 

windows is proposed. A three way channel reservation handshake is implemented with an 

additional control packet called the Multichannel CTS Recognition (MCTS-R). The increasing 

control packets worsen the effects of the MSC. Furthermore, the data channels are not used 

during the control window and they are reserved in phases sequentially resulting in the 

manifestation of the MSC challenge.  

 

The Group Allocation Multi hop Multiple Access (GAMMA) proposed in [6] implements 

multiple transmission channels. Each transmitter has a unique channel which reduces the effects 

of the MSC. The process of realigning data slots, the management of group membership, 

registration and de-registration procedures however, worsens the MSC. 

 

The protocol proposed in [7] introduces the idea of distributed information sharing to ensure that 

communicating pairs do not make independent decisions. The proposed protocol does implement 

a dedicated control channel however; it is optimized to solve the terminal deafness problem and 

collisions in the data channels. The protocol introduces up to six control packets which worsens 

the impact of the MSC which is repetitive. 

 

In [8] a Distributed Queue Dual Channel (DQDC) scheme is proposed. The DQDC scheme 

introduces 4 control packets which increases the idle durations of the data channels which in turn 

worsens the impact of the MSC challenge. 

 

In [9] a scheme which implements a control channel and N traffic channels is presented. A node 

first senses all the data channels including the control channel before it sends an RTS packet. 

Both the transmitter and the receiver sense all the channels which increases the MSC. The effects 

of the MSC have been worsened by an increase in the size of control packets. 

 

In [10], an asynchronous Multichannel Coordination Protocol (AMCP) is proposed. The protocol 

employs a single transceiver and a dedicated common control channel. Bandwidth is wasted when 

the preferred channel of the sender is rejected by the receiver. The sender has to select randomly 

the receiver’s suggested data channels and restarts the contention cycle.  Furthermore, control 
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packets have increased in size. In addition, a new control packet, the Reserve (RES) has been 

introduced. Bandwidth is further degraded as nodes attempt to reserve data channels more than 

once. All these configurations contribute to the worst case of the MSC challenge. 

 

In [11], a busy tone scheme is proposed. The scheme assumes that nodes can transmit and receive 

simultaneously. A channel is divided into two sub channels, a data and a control channel. Busy 

tone signals are transmitted on the control channel. The data channels are not used during data 

channel reservation, which results in the MSC challenge.  

 

In general, multichannel MAC protocols outperform single channel MAC protocols as 

demonstrated in [12], [13]. The multichannel schemes have been investigated in cognitive 

networks with a measure of success [14], [15]. They have also been implemented in vehicular ad 

hoc networks [16], in wireless sensor networks [17], [18], [19], [20] and in general ad hoc 

networks [21], [22], [23], [24], and [25]. This shows that multichannel technique is a promising 

approach requiring further investigation. 

 

4.0 System Model 
 

In this section, we discuss the architectural design ideal for the implementation of the MSC 

solution.  The architecture is memory based which is equipped with nodes with sufficient network 

status to facilitate the reservation of data channels.  

 

The architecture is equipped with a network of mesh routers deployed in the ad hoc network of 

mesh clients. The mesh routers are networked to facilitate communication within the network of 

mesh clients. The architecture is configured such that each mesh router is within the transmission 

range of the next mesh router. The mesh routers store network status information which is shared 

with mesh clients to support their medium access and scheduling decisions. The proposed 

architecture is depicted in Fig 1. The architecture consists of routers enclosed in blue lines. All 

the Mobile nodes are assumed to be within the coverage of the network of mesh routers. The 

network of support mesh routers provides a support layer to the mesh architecture. 

 

The network support mesh routers maintain a data structure we call a Network Status Table 

(NST) which is updated using overheard control packets. The network support nodes are referred 

to as the Network Status Table Nodes (NSTN). The NSTNs store information on the availability 

of data channels, the list of in use data channels and the duration of their unavailable – the inter-

phase time. A data channel is available when its remaining transmission time is equal to the VCS 

duration of the next pair. The remaining time is determined by a hold off duration - the inter-

phase time technique which allows data channels to be reserved in a proactive manner.  

 



International Journal on AdHoc Networking Systems ( IJANS) Vol. 5, No. 2, April 2015 

5 

 
 

 

Fig 1. The architecture of the proposed network support infrastructure in a hybrid mesh network 

 

A new inter-frame space known as the inter-phase replaces the DIFS ensures cyclical 

transmission of data. It is a proactive scheme which facilitates the reservation of data channels 

before they finish their current transmission, effectively reducing the idleness of data channels 

between the phases. The reduction of the idleness of data channels reduces the effects of the 

MSC. When data channels finish their transmission in the previous phase while waiting for their 

turn in the next phase to be reserved, they lie idle for long durations impacting negatively on the 

efficiency of the protocol which results in MSC. Given our proactive scheme, the wait period is 

reduced significantly which addresses the effects of the MSC. 

 

A data channel is reserved when the inter-phase time has expired and nodes use the CSMA/CA to 

contend for the control channel. The inter-phase replaces the DIFS implemented in IEEE 802.11 

MAC and its value is stored in the NAV of nodes. It also doubles as the transmission duration of 

data packets. The inter-phase time is a summation of data transmission duration plus one 

switching time minus the control channel handshake [26] [27]. The inter-phase time is stored in 

the NSTN as data transmission duration of the given data channel. The NSTNs maintain a 

sequence of the data channels to ensure that they are reserved in a round robin basis. Furthermore, 

the network status stored in tables is availed to mesh client node with insufficient knowledge of 

the status of the network. The said node probes the nearest NSTN. The maintenance of the 

network status tables is assigned to powerful nodes, the mesh routers. NSTN overhear control 

packets, use overhead data to update their data structures. The network support nodes are 

designed to equip mesh clients that cannot update their VANs after missing control packets. 

Fig 2 demonstrates the functionality of the support scheme. The flow chart shows that depending 

on the availability of the network, a given node can contend for the control channel, otherwise it 

has to first probe the nearest NSTN for detailed network status. Three scenarios exist in which 

nodes may not have adequate knowledge of the network. These are the joining, the returning and 

start-up nodes.  

 

A mesh client with insufficient network information probes the nearest NSTN before contending 

for the control channel to reserves a channel. Network related data is sent to the probing node by 
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an NSTN. Overhearing nodes also update their tables; only if their tables are out dated. A node 

which listens on the control channel is expected to be up to date; hence there is no need for it to 

probe the NSTNs or to rely on probe responses.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 2. The implementation of the network infrastructure in the Cyclic Scheduling Algorithm 

 

5.0 Model Analysis 

 
The MSC wastes bandwidth on all the data channels and it is repetitive. However, the proposed 

scheme limits the MSC to the first cycle. This is achieved through the implementation of inter-

phase time scheme. The data channels are reserved when they are still busy transmitting current 

data frames. The implementation of the inter-phase time ensures that data channels reservation is 

done proactively when data transmission is about to end. Secondly, the Extended Inter-Frame 

Space (EIFS) has been reconfigured and changed into a shorter Inter-Frame Space (IFS). In 

multichannel MAC protocols, there is no need for nodes which receive erroneous packets to defer 

for the EIFS duration. The EIFS worsens the MSC. The EIFS was designed to protect the ACK 

packets in single channel MAC protocols. In multichannel MAC protocols, ACK packets are 

transmitted on a different channel.  

 

Fig 3 shows how the window based multichannel MAC protocols worsen the MSC. It also shows 

the extent at which data channels are underutilized during the control window. 
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Fig 3. The poor utilization of data channels in Window based multichannel MAC protocols. 

The column is marked either as a control window or data window. The rows represent the 

channels and the top row represents the control channel. During the control window, the control 

channel is marked “Reservation” while in the data window it is marked “Data Frame”. Data 

channels are reserved through the control channel during the control window and then as a data 

channel inside the data window to transmit data frames. The last two rows depict the two data 

channels. They are both marked “DATA IDLE” during the control window, demonstrating the 

underutilization of their capacity during the control window. It shows the extent to which the 

MSC affects the performance of the network. 

 

Fig 4 characterizes and models the MSC. It also shows how the MSC challenge degrades the 

capacity of data channels. It shows the severity of the MSC and the extent at which control and 

data channels are underutilized. The vertical axis denotes the number of channels marked channel 

0 to 7. The horizontal axis denotes the elapsed transmission time. The control channel is assumed 

to be Channel 0 while the rest are data channels. The capacity of all data channels is underutilized 

between T0 and T1 while nodes are busy contending for the control channel and reserving 

Channel 1. Channel 2 is reserved between epoch T1 and T2, while all other channels lie idle 

except channel 1 which is currently transmitting data. In essence, Channel 1 is underutilized 

between T0 and T1, Channel 2, is underutilized between T0 and T2, Channel 3 is underutilized 

between T0 and T3, channel 4 between T0 and T4, channel 5 is underutilized between T0 and T5, 

while channel 6 is underutilized between T0 and T6. Lastly, channel 7 underutilized between T0 

and T7.  

 

As illustrated in Figure 4, the last channel to be reserved, channel 7 in this case is subjected to the 

worst effects of the MSC while the first channel (which is reserved first in phase) suffers the least 

degradation due to the effects of the MSC. On the other hand the control channel lies idle 

between T7 and T8. Thereafter the pattern is repeated for Data channels from T8 to T14. This 

shows that the effects of the MSC are repetitive and recurring. The MSC degrades severely the 
performance of the multichannel MAC protocols as illustrated in Fig 4. The illustration clearly 

demonstrates the significance of this work and the magnitude of the MSC challenge. The 

proposed model restricts the MSC to the first phase, there after its effects are eliminated. It is not 

possible to eliminate the MSC in the first phase, due to the fact that nodes cannot be reserved in a 

proactive manner in the first phase. Secondly, data transmissions cannot be scheduled to all the 

available data channels concurrently. Figure 5 characterize the MSC challenge. 
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Fig 4. The Multichannel Scheduling Cost 

Fig 5 depicts the behaviour of the MSC as more data channels are added. It also shows how the 

effects of the MSC increase with the increase in the number of channels. The 2nd data channel 

incurs twice the degradation of the 1st data channel, while the degradation of the 3rd data channel 

is thrice that of the 1st data channel. The degradation of the fourth data channel is 4 times that of 

the 1st data channel. Thus, the effects of MSC increase with the increase in the number of data 

channels. The total degradation of bandwidth is the summation of wasted bandwidth on all data 

channels. This is a high cost which degrades severely the performance of multi-channel MAC 

protocols. This cost requires an effective and efficient solution.  

To calculate the wasted bandwidth due to the effects of the MSC, the following equations can be 

employed: 

     MSC = wb + 2 x wb + 3 x wb +  ....... + (n - 1) x wb + n x wb                  (1) 

    (2) 

Where n is the number of data channels and wb is the amount of wasted bandwidth. 
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Fig 5. The Behaviour of the MSC as the channels increase in number 

6.0 Simulation Model 

The proposed scheme was implemented in NS 2. The performance of the scheme was evaluated 

in a multi-channel frame work developed in [10].  The EIFS was reconfigured and changed to 

shorter IFS called the CIFS. The CIFS is the summation of the transmission duration of the CTS 

packet and the SIFS duration. Nodes defer for CIFS instead of EIFS upon receiving erroneous 

control packets. In the proposed scheme, nodes defer for SIFS after the data channel has been 

reserved. The two channel switching times have been added to data packet transmission 

durations. 

  

A proactive reservation strategy which reduces the MSC by improving the utilization of the 

channels is implemented. The CIFS, the data channel reservations strategy and the deferring rules 

are designed to reduce idle durations of channels.  They improve the utilization of channels which 

improves the performance of the proposed protocol. The scalability of the scheme and its 

robustness in large networks with high incidents of interference was also evaluated.  

 

 A network with 5 channels, a control channel and 4 data channels was implemented. The 

channels were assumed to be orthogonal and of equal bandwidth, which was set to 2Mbs. The 

number of channels was changed however; the size of the network was varied between 4 and 30 

nodes to evaluate the scalability of the proposed scheme. A Non Ad Hoc (NOAH) routing 

algorithm was also implemented.   

 

In the simulation, 5 different network sizes in terms of number of nodes were considered. The 

network sizes with the following number of nodes were considered: 4, 6, 8, 10, and 30 nodes. 

Simulations were run for each network size, and the topologies were assumed to be general. Data 

packets were assumed to be 1000 bytes long and of type CBR. A single hop network set up was 

assumed with packets sent directly to the receiver. The RTS and CTS packets were transmitted on 

the control channel and the DATA and ACK packets were transmitted on the data channels. We 
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also took into account 2 channel switching times, each assumed to be 224µs. For detailed 

simulation environment see the table below. 

 
Table1. MAC Layer and other Parameter Settings 

Parameter Value 

  
SIFS 10 µs 

DIFS 50 µs 

EIFS 364µs 

CIFS 56 (µs) 

Slot time 20 µs 

Data rate 2 Mbps 

Basic rate 2 Mbps 

Control Channel 1 

Data Channels 4 

Switching time 224µs 

Data Type CBR 

Packet size 1000 bytes 

CW max 1023 

CW min 7 

Short Retry Limit 7 

Long Retry Limit 4 

PLCP Length 192 bits 

PLCP rate 1 Mbps 

RTS 20 bytes 

CTS 14 bytes 

ACK 14 bytes 

MAC Header – Data 28 bytes 

MAC Header rate Basic rate 

Routing Agent NOAH 

Network Sizes 4,6,8,10 and 30 nodes 

PLCP Header 6 Bytes 

Control Channel 

Propagation Delay 

2µs 

Data Channel Propagation 

Delay 

4µs 

PLCP Preamble 18 Bytes 

 

7.0 Simulation Results 

7.1 Analysis of dropped packets 

In this segment, we analyze the number of dropped packets in evaluating the performance of the 

proposed scheme. The emphasis is on the number of dropped packets caused by longer system 

response times. The efficiency of service points is therefore investigated. In this case the service 

time of the control channel is examined. The services time affects the number of dropped packets 
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from the buffer. This metric relates to the utilization of channels in the sense that, if the utilization 

of the channel is poor, longer system response times are expected, and more packets are dropped 

as a result. Improving the utilization of channels causes fewer packets to be dropped. The 

improvement in the utilization of the channel and the dropping of fewer packets is a sufficient 

indicator of the effectiveness of the proposed scheme in addressing the MSC. In Fig 7, the 

scheme is evaluated in a network with 4 nodes. 

 

Fig 7. Analyzing dropped packets in a network with 4 nodes. 

The CSA dropped the least number of packets demonstrating that the scheme did experience 

fewer and shorter delays as a result of improved channel utilization. The packets were not 

subjected to longer waiting durations before they were processed. In CSA, the next pair does not 

wait for the current pair to finish its transmission; it proactively reserves it during the course of 

the ongoing data transmission. The improved service rates in the CSA effectively address the 

effects of the MSC. 

 

The nodes were increased to 6 in Fig 8. The nodes were grouped into three transmitters and three 

receivers, generating three data flows. The CSA scheme did drop fewer packets as compared to 

the AMCP. All the data flows dropped fewer packets, a clear indication that the proposed CSA 

scheme is effective in addressing the MSC.  
 

 

Fig 8. The performance of the CSA in a network with 6 nodes 
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In Fig 9, the network size was scaled up. The number of nodes was increased to 10. The number 

of data flows was more that the number of the data channels. As a result, the contending fifth data 

flow had an effect on the overall performance of the network. The two schemes did experience 

the highest number of dropped packets, which degraded the performance of the two schemes. 

 

 

Fig 9. The performance of the CSA in a general network with 10 nodes 

 

In the nutshell, the proposed scheme performed better than the AMCP. However, it was 

outperformed in the 1st data flow. This is due to its longer transmission durations and the effects 

of the interfering fifth data flow. The CSA is scalable and its performance improves as the 

network increase in size. This shows that the scheme addresses effectively the MSC challenge. 

The results in Fig 10 validate this argument. 

 

 
 

Fig 10. The total number of dropped packets in a network with 30 nodes 

 

In Fig 10, the number of nodes was increased to 30 nodes. The ratio of data channels to data 

flows was almost one to four (1:4). In any given time, there were about 4 data flows contending 



International Journal on AdHoc Networking Systems ( IJANS) Vol. 5, No. 2, April 2015 

13 

for 1 data channel. The amount of interference was high and the network resources were limited. 

The performance of CSA was superior and it improved as the size of the network was increased. 

It dropped fewer packets in each of the transmitting nodes. The number of dropped packets was 

less than the ones which were dropped in Fig 9. The results illustrate that the CSA scheme is 

more scalable and effective in addressing the MSC. 

 

7.2 Packet Drop Rate 

 
In these last set of results, the frequency at which the packets were dropped is analyzed. The 

reduction of the end-to-end delay shows that the proposed scheme is effective in addressing the 

MSC. It shows to what extent the system service rate and response time affect the behavior of the 

queue and the buffering of packets. If the service rate is poor, the queue builds up at a very faster 

rate, degrading the performance of the network. Lastly, it is a measure of how effective a system 

is in reducing the idle durations of channels and how it improves the utilization of the channels. 

In Fig 11, the effects of packet drop rate on system performance are analyzed in a network with 4 

nodes. A system with shorter waiting times is desired as it suffers lower packet drop rates. 
 

 
 

Fig 11. Impact of transmission delays in a network with 4 nodes 

 

The transmission delays have a huge impact on the AMCP in Fig 11, and its packet drop rate is 

higher than that of the proposed scheme. The higher drop rate shows that the scheme is more 

prone to the MSC which result in the poor utilization of channels causing longer idle durations. 

The CSA had a lower packet drop rate owing to its ability to address the effects of the MSC. Its 

response time is superior resulting in lower packet drop rate, and shorter end-to-end delays. 

 

In Fig 12, the CSA scheme also outperformed the AMCP. The network size was increased to 6 

nodes to create a congested network state which is ideal for testing the scalability of protocols. 

The results demonstrate that the CSA is more scalable and more efficient in addressing the effects 

of the MSC. 
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Fig 12. The analysis of the effect of MSC in a network with 6 nodes 

 

Lastly, the size of the network was increased to 30 nodes in Fig 13. The data flows were almost 4 

times the number of the channels resulting in a heavily congested and over loaded network. The 

CSA was superior and had lower packet drop rate in all but 2 nodes. It is superior, more scalable 

and effective in addressing the effects of the MSC. It improves the utilization of the channels, the 

system service rate, and the system response time furthermore, it also reduces the idle durations 

of the channels and the end-to-end delay.  

 

The performance of the two schemes is poor in the central nodes largely due to the fact that as the 

inter arrival rate of packets increases, the buffers fill up at a faster rate while the congestion also 

increases steadily. When these to occurrences take places simultaneously, the performance of the 

network is degraded. However, performance thereafter improves with the passage of time when 

the schemes take advantage of spatial reuse. The TCP protocol also adjusts its transmission 

window when it detects congestion resulting in fewer packets being dropped. The superiority of 

the CSA is demonstrated by the fact that its drop rate is lower packets in comparison with that of 

the reference model. 
 

 

Fig 13. Evaluation of the CSA in a congested network 
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8.0 Conclusion 

 
The proposed CSA protocol reduces the MSC and limits it to the first cycle. It also reduces the 

idle durations of the channels and the signaling overhead cost. The system service rate and system 

response time are also improved which in turn improves the overall system performance. The 

results demonstrate that the CSA performs better in large and congested networks, which 

illustrate the scalability and the effectiveness properties of the scheme. In this case, a large 

network has 10 or more nodes. A distinguishable pattern was observed in large networks. The 

performance of the network worsens in the middle nodes before it improves again in the last 

nodes. This is caused by congestion and an increase in the data traffic however; it improves in the 

last nodes due to spatial reuse and the adjustment of the TCP window. 
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